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IMportant timeline

2017
Attention is All 

You Need

#1

2018
GPT-1: 117M 
parameters

#2

2020
GPT-3: 175B 
parameters, 

Introducing In-
context learning

#3

2022
OpenAI ChatGPT: 
The beginning of 
a global wave of 

Generative AI

#4



How do llms actually work?

steps 

Pre-training: learning how to talk!
Next token prediction, given previous tokens.

Multi-modality: different input types
Understanding images, audio, etc.

Reasoning: learning how to think!
Problem-solving and Planning, e.g, doing math.

Post-training: alignment and fine-tuning
Question Answering, Generating desired 
outputs, and doing more complex tasks.

#1
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“A brain without a body could 
not think!”



Limitations 

No memory and state
Models were unable to recall long-

term interactions and maintain their 
state during multi-step tasks.

No up-to-date data
ChatGPT still believed that 
Queen Elizabeth was the 

queen!

Inaccurate codes
Were not able to 

test&debug codes.

Limited autonomy
Could not decide what to 

do next!

hallucination  
Confidently thinking 

knows everything.

Scaling Human Tasks
No coordination, no 

parallel tasks.
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single -agent: (Tools and actuators)

Web search Code executor

RAG (memory) Document search



Now that we have (almost) 
autonomous single agents, 

they can know cooperate to 
perform a task!

Multi-agent 
architecture 

Image source

https://www.linkedin.com/pulse/llm-based-multi-agent-systems-future-ai-collaboration-sabber-ahamed-ehfqc


How do multi-agent systems work?

Steps

Planning: breaking a task into sub-tasks 
Understanding the problem and generating a 
workflow.

Interpret the results and generate output
Evaluate the output and deliverables of each 
agent, and generate the objective production.

Workflow execution
Executing the tasks in different paradigms: 
(Loops, Sequence, Parallel)

Assigning tasks to sub-agents 
Coordinating the sub-agents (orchestration).

#1

#4
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Are these agentic systems a significant step 
toward AGI, or merely another step in a 

much longer journey?



The intersection of computer simulation and AI is 
the future of decision-making and policy 

optimization. To harness its full potential, we 
must view complex problems from fresh 

perspectives and resist the urge to oversimplify, 
because even small, neglected parameters in a 

model can meaningfully alter outcomes.

A guess: Computer 
simulation



CREDITS: This presentation template was created by Slidesgo, 
including icons by Flaticon, and infographics & images by Freepik

Thanks!
Any questions?

http://bit.ly/2Tynxth
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr
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